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Abstract
Aim: Predicting mortality is important for intensivists, yet conventional disease severity scores 
may not consistently predict mortality in patients with Coronavirus Disease 2019 (COVID-19). 
We aimed to develop a machine learning-based mortality prediction model for COVID-19 pa-
tients admitted to the intensive care unit (ICU).
Study Design: This study employs a retrospective and prospective longitudinal design. We 
retrospectively screened a total of 436 COVID-19 patients admitted to the ICU between March 
15, 2020, and December 31, 2021. The worst laboratory results and vital signs within the first 
24 hours of ICU admission were recorded. We selected 29 inputs to develop a model using 
machine learning (ML), employing an artificial neural network (ANN) as the decision model. 
For model testing, we prospectively followed 108 patients from January 1, 2022, to March 31, 
2022.
Results: Our model predicted mortality with an 88% sensitivity and specificity. Conventional 
disease severity scores predicted mortality with lower sensitivity and specificity than our 
model did: 71% sensitivity and 70% specificity for the Acute Physiology and Chronic Health 
Evaluation II (APACHE-2), and 75% sensitivity and 75% specificity for both the Simplified 
Acute Physiology Score II (SAPS-2) and APACHE-4. Our model demonstrated greater dis-
criminative power for mortality with an area under the curve (AUC) of 0.93 (95% confidence 
interval [CI], 0.87-0.98) compared to conventional disease severity scores. Respiratory sup-
port within the first 24 hours of ICU admission was identified as the most important factor 
affecting mortality.
Conclusions: In scenarios such as epidemics, where conventional disease scores fall short 
in predicting mortality, machine learning models can be developed to reliably forecast disease 
outcomes.
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Introduction

Coronavirus Disease 2019 (COVID-19) has persisted 
as a global outbreak affecting the world for over two 

years. During this period, more than 600 million people 
have been infected, and over 6 million have died.[1]

Initially, the case fatality rate (CRF) in China was re-
ported as 2.3%. This rate increases with age, reaching up 
to 47% in critical cases.[2] Meta-analyses have indicated a 
CRF of 1% in the general population, 13% in hospitalized 
patients, and 37% in intensive care unit (ICU) patients.[3] 
Mortality rates for ICU patients worldwide have varied 
from 13% to 78%.[4–6] Factors such as advanced age, the 
presence of comorbidities, the need for invasive mechan-
ical ventilation, and elevated levels of certain laboratory 
markers like ferritin and D-Dimer are associated with in-
creased mortality. Nonetheless, mortality rates in ICUs 
can differ significantly across different centers and ge-
ographic regions.[6–10] Using conventional disease sever-
ity scores, such as the Acute Physiology And Chronic 
Health Evaluation II (APACHE-2) and the Simplified 
Acute Physiology Score II (SAPS-2), for mortality predic-
tion often fails to consistently forecast COVID-19 mor-
tality. Despite their demonstrated discriminative power 
for mortality, these scores may underestimate the actual 
mortality risk in COVID-19 cases.[11]

Beyond mortality prediction, disease severity scores serve 
crucial roles in ICUs for assessing care quality and guid-
ing treatment decisions. However, conventional disease 
severity scores may not suit COVID-19 patients effec-
tively. Machine Learning (ML) and Artificial Intelligence 
(AI) technologies can be utilized to assess disease severity 
and predict mortality. Several studies have demonstrated 
that ML and AI techniques can rapidly and accurately 
predict mortality in COVID-19 patients.[12–17]

In this study, we aimed to develop an ML-based mortal-
ity prediction model for COVID-19 patients admitted to 
ICUs in Turkiye.

Materials and Methods

The study was conducted from March 15, 2020, to March 
31, 2022, at Dr. Suat Seren Chest Disease and Surgery 
Training and Research Hospital. Patients with COVID-19, 
aged 18 years and older, who were followed in the ICU, 
were included in the study. The diagnosis of COVID-19 
was confirmed by polymerase chain reaction (PCR).

This study received approval from the ethics commit-
tee of University of Health Sciences, İzmir School of 
Medicine, Dr. Suat Seren Chest Disease and Surgery 
Training and Research Hospital (IRB number: 2022/24-
32) and was conducted in accordance with the Declara-
tion of Helsinki 2013. Informed consent was obtained 
from each patient or their next of kin.

Data Collection
A total of 436 patients, who were followed from March 
15, 2020, to December 31, 2021, were retrospectively 
screened. Demographic details, clinical characteristics, 
and laboratory results were extracted from the hospital’s 
electronic health records. The most adverse laboratory 
results and vital signs within the first 24 hours of ICU ad-
mission were documented. This data served as the basis 
for developing the ML model. Additionally, 108 patients 
monitored from January 1, 2022, to March 31, 2022, were 
included, and their data were prospectively recorded. 
Data from these patients was utilized for testing the 
model. To manage missing data, we calculated the mean 
value for each biomarker from the training data and im-
puted these mean values into the missing entries in both 
the training and testing datasets.

Machine Learning

Data Preprocessing
Our dataset included data from 436 COVID-19 patients. 
We implemented a two-step pipeline for data process-
ing: data normalization and architecture decisions, as 
detailed below.

Data Normalization
In our dataset, categorical data were processed using 
one-hot encoding, and numerical data inputs were nor-
malized through min-max normalization, which is one of 
the most common ways to normalize data. This method 
involves subtracting the minimum possible value from 
each value and then dividing by the range (the difference 
between the maximum and minimum possible values), 
resulting in a decimal value between 0 and 1. After one-
hot encoding and normalization, the dataset comprised 
29 inputs for the model. 

Artificial Neural Network (ANN) Architecture
ANN is a well-documented AI model inspired by the 
structure of biological neurons in humans. It has been 
successfully employed to predict outcomes in COVID-19 
cases.[14,18] The architecture of the ANN was determined 
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by testing multiple ANNs, each with one input layer, 
one output layer with a single node (for binary classi-
fication), and varying numbers of hidden layers. The 
models underwent training using 10-fold cross-valida-
tion, utilizing Python version 3.0.8 and the scikit-learn 
machine-learning library version 1.1.3. A precision score 
was selected for evaluating the models due to the high 
cost associated with false positives. The selected model 
featured three fully connected hidden layers, each with 
30 nodes (Figure 1). Rectified Linear Units were chosen 
as the activation functions, and the output layer utilized 
a sigmoid function, given the classification of patients 
into survivors and non-survivors. To gain a better un-
derstanding of the relationship between our input and 
output data, we employed scikit-learn’s built-in permu-
tation feature importance method. Permutation feature 
importance is defined as the decrease in model score 
resulting from the shuffling of a single feature’s values.
[19] This procedure shows the extent to which the model 
depends on features. The code has been made available 
on GitHub at https://github.com/suneclionur/Mortali-
ty-Prediction-with-ML. 

Statistical Analysis
The normality of the data was assessed using the Kol-
mogorov-Smirnov test. Continuous data were summa-
rized using the median and interquartile range (IQR), 
and comparisons were made using the Mann-Whitney 
U test. Categorical data were presented as n (%), and 

comparisons were made using the Chi-Square test. The 
discriminative ability of conventional disease severity 
scores (APACHE-2, SAPS-2, and APACHE-4) and our 
model for mortality was evaluated using receiver oper-
ating characteristic (ROC) analysis. The ROC analysis 
was conducted in the test group. A p-value of ≤ 0.05 was 
considered statistically significant.

Results

During the study period, 544 patients were monitored in 
the ICU, and the characteristic features and laboratory 
findings of 436 patients were utilized for model training 
and validation. The model’s performance was assessed 
using data from 108 patients, which were recorded 
prospectively. The training and test groups exhibited 
similar characteristic features and disease severity scores, 
except that a higher number of patients in the training 
group received Non-Invasive Ventilation (NIV) or High 
Flow Nasal Oxygen (HFNO). With the exception of D-
dimer and C-reactive protein levels, which were higher 
in the test group, the laboratory results of the two groups 
were comparable. The survival rates of the two groups 
were also similar (46.6% vs. 45.4%, p=0.82) (Table 1).

Our model predicted mortality with an 88% sensitivity 
and specificity. It outperformed conventional disease 
severity scores, achieving higher sensitivity and speci-
ficity (71% sensitivity and 70% specificity for APACHE-2; 

Figure 1. Architecture of neural network.
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75% sensitivity and 75% specificity for both SAPS-2 and 
APACHE-4). Furthermore, our model demonstrated 
greater discriminative power for mortality, with an area 
under the curve (AUC) of 0.93 (95% confidence interval 
[CI], 0.87-0.98) compared to the conventional disease 
severity scores (AUC of 0.83 for APACHE-2, 95% CI, 
0.75-0.90; 0.84 AUC for SAPS-2, 95% CI, 0.77-0.91; and 
0.84 AUC for APACHE-4, 95% CI, 0.77-0.91) (Figure 2). 
In our model, seven patients (12%) were misclassified 

as false positives in mortality prediction. However, the 
rate of false positivity was found to be higher in con-
ventional disease severity scores, at 25% for SAPS-2 and 
APACHE-4, and at 30% for APACHE-2. Factors such as 
respiratory support in the first 24 hours of ICU admis-
sion, the Charlson Comorbidity Index, systolic blood 
pressure, and ferritin levels were identified as the most 
significant in influencing mortality in our model (Fig-
ure 3).

Table 1. Demographic features, clinical characteristics and laboratory results of training and test group. 

  Training Group Test Group p 
  (n=436) (n=108)

Age, years, median (IQR) 66 (56 – 75) 64 (57 – 63) 0.19

Gender, male, n (%) 294 (67.4) 72 (66.7) 0.88

Body mass index, kg/m2, median (IQR) 26.0 (23.9 – 29.4) 26.7 (24.3 – 29.4) 0.25

Charlson comorbidity index, median (IQR) 3 (2 – 85) 3 (2 – 4) 0.19

APACHE-2, median (IQR) 14 (10 – 22) 14 (10 – 23) 0.84

SAPS-2, median (IQR) 38 (29 – 58) 38 (27 – 61) 0.93

APACHE-4, median (IQR) 72 (60 – 105) 71 (61 – 117) 0.92

Respiratory support on the first day in ICU, n (%)

 Only oxygen support 131 (30) 50 (46.3) <0.001

 NIV or HFNC 174 (40) 22 (20.4) 

 IMV 131 (30) 36 (33.3) 

Blood Count, median (IQR) 

 Leucocyte, ×109/L 11.4 (8.2 – 15.3) 9.7 (7.2 – 12.8) 0.002

 Lymphocyte, ×109/L 0.5 (0.4 – 08) 0.6 (0.4 – 1.0) 0.11

 Platelet, ×109/L 280 (211 – 371) 290 (218 – 346) 0.53

 Hematocrit, % 36 (32 – 40) 35 (31 – 38) 0.035

Creatinine, mg/dL, median (IQR) 0.90 (0.72 – 1.29) 0.88 (0.69 – 1.41) 0.68

Ferritin, ng/dL, median (IQR) 720 (352 – 1388) 847 (326 – 1573) 0.41

D-Dimer, ng/dL, median (IQR) 1458 (843 – 3327) 1938 (1181 – 4357) 0.001

CRP, mg/dL, median (IQR) 99 (57 – 159) 168 (99 – 257) <0.001

Procalcitonin, ng/dL, median (IQR) 0.22 (0.10 – 0.68) 0.32 (0.13 – 1.10) 0.70

Pro-BNP 786 (283 – 2911) 924 (217 – 2995) 0.43

Arterial blood gas, median (IQR)

 pH 7.43 (7.34 – 7.47) 7.43 (7.30 – 7.47) 0.91

 PaO2, mmHg 64 (58 – 75) 67 (60 – 82) 0.17

 PaCO2, mmHg 37 (32 – 46) 36 (32 – 47) 0.62

 SaO2, mmHg 92 (89 – 95) 93 (90 – 95) 0.06

 FiO2, mmHg 50 (40 – 50) 40 (40 – 50) 0.25

 PaO2/FiO2 135 (114 – 160) 152 (135 – 170) <0.001

Respiratory rate, breath per min, median (IQR) 27 (24 – 31) 26 (24 – 32) 0.51

Pulse, beat per min, median (IQR) 80 (64 – 104) 90 (72 – 110) 0.021

Fever, oC, median (IQR) 36.5 (36.4 – 36.7) 36.7 (36.5 – 36.9) <0.001

Survivors, n (%) 203 (46.6) 49 (45.4) 0.82

APACHE: Acute Physiology And Chronic Health Evaluation; CRP: C-reactive protein; HFNC: High Flow Nasal Cannula; IMV: Invasive mechanical ventilation; NIV: 
Non-invasive mechanical ventilation; Pro-BNP: pro B-type natriuretic peptide; SAPS: simplified acute physiology score.
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Discussion

In this study, we developed a novel ML-based method 
for predicting mortality. Our model demonstrates greater 
predictive accuracy than the three conventional dis-
ease severity scores in forecasting ICU mortality among 
COVID-19 patients.

Our model leveraged demographic features, laboratory 
results, and clinical characteristics of patients within the 
first 24 hours of ICU admission, demonstrating good 
discriminative power for ICU mortality. Several centers 
have developed mortality prediction models using ML 
or AI, with their discriminative power for mortality rang-
ing from 0.72 to 0.93,[13,16,20,21] and some models achieving 
an AUC of up to 0.99.[22,23] Our model exhibited discrimi-
native power comparable to these other models. The effi-
cacy of a model varies based on the parameters included 
and the number of samples analyzed. Fang et al. created 
a severity score using an AI-based framework, utilizing 
only chest tomography images from 193 patients across 
two centers, achieving a discriminative power for mor-
tality with an AUC of 0.72.[16] Li et al. developed a mor-
tality prediction model using an ML method, incorporat-
ing 87 features from 3,057 COVID-19 patients, with their 

model’s AUC for mortality reaching 0.91.[21] Our model 
includes four demographic variables, 10 clinical features, 
and 15 laboratory findings. In our analysis, respiratory 
status, gender, the Charlson Comorbidity Index, ferritin 
level, and systolic blood pressure emerged as the most 
significant predictors of mortality. Of all the variables, 
respiratory support within the first 24 hours was identi-
fied as the most critical factor for ICU mortality, with the 
need for invasive mechanical ventilation (IMV) emerg-
ing as the most crucial. This finding was anticipated, 
considering respiratory failure is the leading cause of 
ICU admission among COVID-19 patients. Meta-analy-
sis revealed that the requirement for IMV is a major risk 
factor for mortality, with an odds ratio (OR) of 16.46 in 
COVID-19 patients.[24] Mortality rates for patients requir-
ing IMV reached 78% and 80% in two multicenter studies 
conducted in Turkiye.[25,26] Furthermore, our model high-
lighted the Charlson Comorbidity Index as a key pre-
dictor of mortality. The presence of comorbid conditions 
and advanced age may exacerbate disease progression in 
COVID-19. Having comorbid diseases is an independent 
risk factor for mortality in COVID-19, and the risk of 
death escalates with an increase in the number of comor-
bid diseases.[8] Kim et al. reported that the age-adjusted 
Charlson Comorbidity Index (CCI) was the best predictor 
of mortality in COVID-19 patients.[27] Additionally, fer-

Figure 2. ROC analysis of conventional severity scores and machine 
learning model.
APACHE: Acute Physiology and Chronic Health Evaluation; ROC: Receiver 

Operating Characteristic; SAPS: Simplified Acute Physiology Score.

Figure 3. Feature of importance ranking in mortality prediction.
This ranking measure impacts of features on prediction for mortality in 
descending order. Respiratory status on the first day in intensive care 
unit, gender, Charlson comorbidty index, serum level of ferritin and 
systolic blood pressure were the most salient factor for mortality. 
BMI: Body Mass Index; BP: Blood Pressure; Charlson CI: Charlson Comorbidity 

Index; IMV: Invasive Mechanical Ventilation; NIV: Non-Invasive Ventilation; WBC: 

White Blood Cell.
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ritin level was identified as the most significant predictor 
of mortality among all laboratory results. Serum ferritin 
is a recognized biomarker of inflammation in COVID-19. 
The exact mechanism linking elevated ferritin levels to 
increased disease severity in COVID-19 is uncertain. 
Hypotheses include pro-inflammatory cytokine release, 
cellular damage, and acidosis as potential mechanisms 
driving the association between high ferritin levels and 
COVID-19 severity.[28] Elevated serum ferritin levels have 
been associated with poorer outcomes in COVID-19 pa-
tients, including increased rates of ICU admission, the 
necessity for IMV, and mortality.[29] 

Our mortality prediction model demonstrated better 
discriminative power than conventional disease sever-
ity scores in predicting mortality. Conventional disease 
severity scores such as APACHE-2 and SAPS-2 have been 
utilized for decades in ICU mortality prediction. During 
the COVID-19 outbreak, these scores were frequently 
applied to assess the severity of ICU patients in Turkiye 
and other countries.[6,25,26,30–32] COVID-19 has impacted 
countries worldwide for two years. In prior research, the 
predictive value of conventional disease severity scores 
for COVID-19 varied widely, with AUCs ranging from 
0.73 to 0.96.[33–35] Although conventional disease severity 
scores exhibit good discriminative power for mortality, 
they appear to underestimate it.[11] This underestimation 
may be due to COVID-19’s unique clinical progression, 
the increased patient load in intensive care units, or the 
insufficient resources and trained personnel available 
in ICUs. In addition, the risk factors varying by coun-
try and intensive care unit may have led to inconsistent 
results from conventional disease severity scores. These 
scores are derived from patients’ physiological symp-
toms and laboratory results. However, each intensive 
care unit may have different experiences and equipment, 
which can affect mortality rates. This variability is not ac-
counted for in the scoring system. Mortality predictions 
can be generated using artificial intelligence or machine 
learning, allowing the determination of mortality risk for 
each intensive care unit. A study conducted before the 
COVID-19 outbreak demonstrated that a model created 
with artificial intelligence exhibited better discriminative 
power in predicting mortality compared to conventional 
disease severity scores.[18] Utilizing ML or AI, several 
models have been developed with enhanced discrimina-
tive power for predicting COVID-19 mortality.[13,21,22] 

Our study has several limitations. First, it was conducted 
in a single center focusing on a unique disease and in-

volved a relatively small sample size, which means our 
results may not be generalizable to other centers or dis-
eases. Second, we did not include medical treatments in 
our model that could affect mortality rates. Third, we 
did not incorporate chest imaging severity scores in our 
model, despite their association with mortality. 

Conclusion

Our model can accurately predict mortality in patients 
with COVID-19 with higher specificity and sensitivity. 
Conventional disease severity scores are useful for pre-
dicting mortality in ICUs, yet their specificity and sensi-
tivity may diminish in overwhelming health crises like 
COVID-19.
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